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Abstract— Recent technology advances significantly push forward the development and the deployment of the concept of smart, such as smart community and smart city. Smart transportation is one of the core components in modern urbanization processes. Under this context, the connected autonomous vehicle (CAV) system presents a promising solution towards the enhanced traffic safety and mobility through state-of-the-art wireless communications and autonomous driving techniques. Being capable of collecting and transmitting real-time vehicle-specific, location-specific, and area-wide traffic information, it is believed that CAV-enabled transportation systems will revolutionize the existing understanding of network-wide traffic operations and reestablish traffic flow theory. This paper develops a new continuum dynamics model for the future CAV-enabled traffic system, realized by encapsulating mutually-coupled vehicle interactions using virtual internal and external forces. Leveraging Newton’s second law of motion, our model naturally preserves the traffic volume and automatically handles both the longitudinal and lateral traffic operations due to its 2-D nature, which sets us apart from the existing macroscopic traffic flow models. Our model can also be rolled back to handle the conventional traffic of human drivers, and the experiment shows that the model describes real-world traffic behavior well. Therefore, we consider the proposed model a complement and generalization of the existing traffic theory. We also develop a smoothed particle hydrodynamics-based numerical simulation and an interactive traffic visualization framework. By posing user-specified external constraints, our system allows users to visually understand the impact of different traffic operations interactively.

Index Terms— Smart transportation, connected vehicle, autonomous vehicle, traffic flow model, visualization, SPH, particle system, numerical solution.

I. INTRODUCTION

The concept of smart transportation has drawn more and more attention while addressing important challenges and concerns like traffic congestion, fuel consumption, air pollution and so on. Emerging Connected Vehicle (CV) and Autonomous Vehicle (AV) technologies can improve network-wide traffic safety, mobility, and operation efficiency through real-time Dedicated Short Range Communications (DSRC) based Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) communications [1]–[3]. The research team at the University of Toronto including Alberto Leon-Garcia, Hans-Arno Jacobsen, Baher Adbulhai, etc. conducted pioneering work to establish the Connected Vehicles and Smart Transportation (CVST) portal to share live integrated traffic information in CV environments [4]–[7]. Many other researchers in the university investigated driving challenges and opportunities in AV-enabled traffic systems [8], [9]. According to the Research and Innovative Technology Administration (RITA) of the U.S. Department of Transportation (USDOT), 81% of all vehicle-involved crashes can be avoided or significantly mitigated based on CV techniques annually. Meanwhile, AV is capable of sensing its environment and self-piloting based on navigation hardware such as cameras, radar, Lidar, laser range finders, and GPS. AVs can much more accurately judge distances and velocities, attentively monitor their surroundings, and react instantly to emergent situations. By combining CV and AV technologies seamlessly, it is believed that Connected Autonomous Vehicle or CAV enabled traffic systems can revolutionize the existing understanding of vehicle-infrastructure interactions and network-wide traffic system operations. However, the existing traffic theory becomes awkward when comes to the context of CAV. Existing traffic flow models [10]–[18] were developed for Human Driven Vehicle (HDV)-based traffic flow operations based on one-way coupled vehicle interactions adopted in classic car-following models (a following vehicle adjusts its direction and a two-dimensional traffic flow model could be more reasonable. Currently, an aggregated macroscopic
model for CAV-based traffic is still an under-investigated problem.

Motivated by this fact, we present a new traffic flow model for mutually-coupled vehicles enabled by CAV techniques. Under this scenario, an individual vehicle spontaneously seeks for its local optimal configurations based on the real-time information shared/obtained from the surroundings. Such behavior exaggerates intrinsic physics traits of the system, making the CAV-enabled traffic resemble other real-world continuum systems like fluid or molecular systems. We use several virtual internal and external forces to describe the two-way vehicle-vehicle interaction. By leveraging Newton’s second law of motion, our model naturally preserves the traffic volume, which is required as a macroscopic traffic flow model, and automatically handles both the longitudinal and lateral traffic operations. While our model is designed for CAV-enabled traffic, it can be easily rolled back to simulate the regular traffic of human drivers. The experiment shows that the proposed model describes the real-world traffic behavior well. Therefore, we consider the proposed model a generalization of the existing traffic theory. We also develop a Smoothed Particle Hydrodynamics or SPH based numerical simulation and an interactive traffic visualization framework.

The rest of this paper is organized as follows: a brief literature review is given in Section II. Section III explains our force-driven model and how it can be numerically simulated using SPH. The system implementation details are provided in Section IV, followed by the discussion of experimental results in Section V. This research effort is concluded with future work in Section VI.

II. RELATED WORK

CAV technology has been developed and demonstrated great potential to transform the way people travel through the interconnected network including cars, buses, trucks, trains, traffic signals, cell phones, and other devices [19]. Litman concluded that AVs will consist of about 50% of vehicle fleet, 90% of vehicle sales, and 65% of all vehicles by 2050 [20], although the true anticipated market share needs more solid verifications and investigations as a research question. As an echo to such rapid deployment of CAV, many research efforts have been devoted to explore how CAV technology can improve the existing transportation system. Ni et al. [21] proposed a car-following model incorporating the effects of CV technology and investigated the highway capacity gain. Acceleration-based connected cruise control was proposed to increase roadway traffic mobility through wireless V2V communication [22], [23]. An algorithm using CV data was proposed to minimize the vehicle delay and queue length at intersections [24]. Multiple studies have been conducted on applications of CV technology, including traffic monitoring [25], ramp metering [26], route guidance [27], [28], traffic signal control [29]–[32], vehicle-infrastructure-integration implementation issues [33], and public transportation [34]. While most applications of CV technologies were assumed to be effective based on perfect V2V and V2I communications, it was pointed out that wireless communications could also experience packet delays/drops, which might lead to a serious downgrade of CV applications [35], [36]. In CAV-enabled traffic systems, vehicle interactions are dramatically changed from one-way to all-directional neighborhood-wide information dissemination, which calls for a new macroscopic traffic flow formulation [37].

Traditional continuum traffic flow models were pioneered by Lighthill and Whitham [10] and Richards [11] to mathematically describe macroscopic traffic flow operations (known as the LWR model) based on a nonlinear conservation law. Many researchers introduced other high-order traffic flow models [12]–[14]. In recent work, Cheng et al. [38] proposed a new continuum traffic flow model incorporating the effects of drivers’ timid and aggressive behavior. Andreianov et al. [17] employed point constraints in a second-order traffic flow model for modeling some traffic conditions, for instance, traffic signals. Wang et al. [18] used the energy conservation law to develop a two-regime speed-density formulation for the first-order traffic flow model. Zheng et al. [39] proposed a flexible traffic stream model connecting four driving behavior-related parameters to the fundamental diagram (i.e., the fundamental relationships among the flow, speed and density). All those macroscopic models are one-dimensional and focus on conventional traffic.

On the other hand, microscopic traffic flow models, or agent-based models, describe the car-following behavior and the lane-changing behavior of individual vehicles. There have been different microscopic models due to their specific assumptions of the flow behavior [40]. The acceleration of the following vehicle is a function of a calibration constant, a reaction time, its velocity, and the velocity of the preceding vehicle relative to it. Recently, Asaithambi et al. [41] provided a review of current microscopic driving behavior models and discussed both the longitudinal and lateral movements in mixed traffic. Guo et al. [42] proposed an improved car-following model that incorporates the effects of multiple preceding vehicles’ velocity fluctuation feedback. Li et al. [43] introduced a sensitivity factor to the classic car-following model so that the vehicles in traffic are divided into two types as low- and high-sensitivity vehicles and used the linear stability theory to analyze the stability of the new model. To find out the relationship between the microscopic and macroscopic traffic flow model, Garavello and Piccoli [44] coupled the car-following model to the LWR model through suitable boundary conditions, for example, at the location $x = 0$. Holden and Risebro [45] proved that the car-following model converges to the LWR model when traffic becomes dense. To calibrate the model parameters, Chiappone et al. [46] used a genetic algorithm based on specific fundamental diagrams. In their method, the calibration is formulated as an optimization problem whose objective is to minimize the difference between the simulated and real data. Given the trajectory data collected from CVs, Zhu and Ukkusuri [47] proposed an optimal estimation approach for
calibrating the car-following behavior in a CVs and regular vehicles mixed traffic environment. Zhong et al. [48] adopted two approaches, the Cross-Entropy Method (CEM) and the Probabilistic Sensitivity Analysis (PSA) algorithm, for the calibration. The former is able to find the optimal set of the parameters, while the latter is applied to identify the most important parameters in order to reduce the computational burden. To predict the traffic flow, Zhao and Sun [49] developed a fourth-order Gaussian process dynamical model (GPDM) which is a unsupervised learning method suitable for modeling dynamic real-world traffic data. Their experiments showed that the proposed method outperformed the existing methods for traffic flow predictions.

The existing traffic simulation packages VISSIM, AIMSUN, Paramics, etc. are discrete event-driven, agent-based simulation applications to mimic how the traffic system operates today. Many other outstanding simulation model applications include [50]–[55]. Our developed new model is completely different from these simulation tools. To the best of our knowledge, no existing studies have been conducted to systemically investigate the CAV traffic flow model and simulate mutually-coupled vehicle interactions. Inspired by dynamic motion patterns of real-world natural continuum systems such as the elastic solid (e.g. a piece of deformable rubber), the viscous fluid (like water or smoke), we formulate the mutually-coupled vehicle interactions using virtual forces. Being free of the individual randomness in agent-based methods [56] and/or the limitation of one-way-coupled vehicle manipulation adopted in classic car-following models, we believe the proposed model is able to more accurately describe macroscopic traffic flow dynamics in the context of CAV-enabled traffic systems.

III. METHODOLOGY

In this section, we first explain how to formulate mutually-coupled vehicle interactions by the virtual forces. Based on it, the equation of motion of an elementary particle on the traffic can be formulated as the force equilibrium. This equation is aggregated to model the macroscopic traffic behavior. To do so, we have to resort to numerical computations, and we choose to use SPH in our paper. After the density and velocity at each particle is computed, the complete information of the CAV-enabled traffic is obtained.

A. Virtual Forces Driven Traffic Flow Model

We consider the CAV-enabled traffic as a 2D homogeneous dynamic continuum system, wherein all CAVs have identical operational characteristics. Sharing a similar spirit of other continuum traffic models’ development [15], [16], our model is based on an analytical formulation of several external and internal virtual forces that allow mutually-coupled vehicle-vehicle and vehicle-environment interactions. In the remaining part of the paper, we use a bold lower-case letter like \( \mathbf{v} \) or \( \mathbf{u} \) to denote a vector-value quantity, and a regular letter like \( v \) or \( u \) to denote a scalar quantity.

1) Virtual External Forces: We explicitly define an external force that drives the traffic motion. Analogous to the gravity force, this force induces a constant acceleration field \( \mathbf{g} \) over the entire traffic heading to the destination. Should the roadway be curved, the acceleration always aligns with the roadway’s tangent. As to be detailed in Section IV-B, we use the Bézier spline (with parameter \( p \)) to describe the roadway geometry, and the tangent vector can be calculated as \( \frac{\partial s}{\partial \varphi}, \frac{\partial s}{\partial \varphi}^T \in \mathbb{R}^2 \). Clearly, the traffic speed driven by \( \mathbf{g} \) would approach an infinity if the roadway is sufficiently long. While such behavior maximizes the transportation capacity, it is always favored that the traffic velocity be capped by a certain limit. Therefore, we plug in another damping force \( \mathbf{f}_d \) that penalizes an excessively high-speed traffic. We use the proportional damping model [57] so that \( \mathbf{f}_d \) is linearly proportional to the traffic speed, yet along the opposite direction: \( \mathbf{f}_d = -c \mathbf{u} \), where \( c \) is the damping factor. For a given speed limit \( \mathbf{u}_l \), \( c \) can be computed as \( \|\mathbf{g}\|/\|\mathbf{u}_l\| \) so that \( \mathbf{f}_d \) completely cancels out \( \mathbf{g} \) when the speed limit is reached, and no further acceleration will be obtained. Putting together, the virtual external force at an arbitrary location on the traffic with density \( \rho \) is defined as:

\[
\mathbf{f}_{ext} = \rho (\mathbf{g} - c \mathbf{u}).
\] (1)

2) Virtual Internal Forces: The virtual internal forces are devised to model the between-vehicle interaction in a CAV-enabled traffic based on the assumption that a CAV is aware of the traffic condition over a wider surrounding neighborhood.

Intuitively, vehicles tend to move from a high density area to a low density area,\(^2\) and a pressure force \( \mathbf{f}_p \) is the resultant of such non-uniform density distribution following the negative direction of the density gradient. To incorporate various fundamental diagrams, we formulate this force as:

\[
\mathbf{f}_p = -\nabla(\rho \gamma),
\] (2)

where \( k \) and \( \gamma \) are two positive constants related to a desired fundamental diagram.

Similar to \( \mathbf{f}_p \), the viscosity force \( \mathbf{f}_v \) intends to make the velocity distribution uniform, i.e. a vehicle will accelerate when its neighbors are moving faster, or decelerate when its neighbors have lower velocity. Since velocity is essentially a vector field, we model \( \mathbf{f}_v \) using the Laplacian defined as the divergence of the velocity gradient:

\[
\mathbf{f}_v = \nabla^2(\mu \mathbf{u}),
\] (3)

where \( \mu \) is a constant coefficient. We note that \( \mathbf{f}_p \) and \( \mathbf{f}_v \) are two-dimensional vectors. Their components perpendicular to the current traffic direction allow the lane-changing behavior. If lane A has a lower vehicle density than lane B, vehicles on lane B are likely to switch to lane A due to the existence of \( \mathbf{f}_p \). Likewise, if lane A is a high-speed lane, it is also more attractive to the traffic due to \( \mathbf{f}_v \).

Lastly, the equation of motion of an elementary volume in the traffic can be written as the equilibrium of all the external forces.
and internal virtual forces:

$$\rho \frac{\partial \mathbf{u}}{\partial t} = \rho (g - c \mathbf{u}) - \nabla (k \rho^2) + \nabla^2 (\mu \mathbf{u}).$$  \hspace{1cm} (4)$$

Equation (4) is essentially a reiteration of Newton’s second law of motion. The left hand side of the equation is the inertial force (i.e. the mass times the acceleration) which should be balanced by all of the other forces being exerted.

3) Discussion: It can be seen that Equation (4) has a similar form of the Navier-Stokes equation [58]:

$$\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} - \nu \nabla^2 \mathbf{u} = -\nabla p + \nabla \omega + \mathbf{g}.$$  \hspace{1cm} (5)

$$\mathbf{f}_p$$ in Equation (3) is our counterpart of the fluid viscosity and $$\mathbf{f}_p = -\nabla (k \rho^2)$$ is analogous to $$-\nabla \omega$$, the thermodynamic force. To satisfy the traffic volume conservation law, we employ the equivalent mass conservation constraint:

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0.$$  \hspace{1cm} (6)

This constraint can be automatically satisfied in a Lagrangian method such as SPH (which is discussed in the following section), because all the differential volumes in the traffic are always tracked and computed.

B. Discretization and SPH

We discretize the continuous traffic flow with a particle system similar to the fluid simulation in [59]. One should note that a particle represents a small volume of the traffic flow and is not necessarily equivalent to a real vehicle. A particle carries many useful quantities such as the positional coordinates, the density, the acceleration, the velocity, and the id of the road where it is traveling. The state of the aggregated particles determines the entire traffic flow, i.e. the distribution of the density and velocity field.

SPH was invented to simulate astrophysical phenomena by Lucy [60] and Gingold and Monaghan [61] in 1977. It is essentially an interpolation method for a particle system [62], [63]. Unlike other numerical methods, for instance the well known finite difference method (FDM), SPH does not need a grid to evaluate the spatial derivatives. Instead, SPH uses the differentiation of the interpolation formula directly. This simplifies the computation. Although SPH is less accurate than FDM, it is general enough and has been adapted into the Computer Graphics community [59], [64], [65] for simulating various physical phenomena, such as water, lava and deformable soft bodies. To have more details, we refer the interested readers to a wide-ranging list of the SPH papers (e.g. [59]–[65]).

The key idea in SPH is to use a non-negative smoothing kernel function $$W$$ such that $$\int W(\mathbf{r} - \mathbf{r}_j, h) d\mathbf{r} = 1$$ to approximate the Delta function $$\delta: \lim_{h \to 0} W(\mathbf{r} - \mathbf{r}, h) = \delta(\mathbf{r} - \mathbf{r}).$$ Thus an integrable smooth function $$A(\mathbf{r})$$ can be written as:

$$A(\mathbf{r}) = \int A(\mathbf{r}) \delta(\mathbf{r} - \mathbf{r}) d\mathbf{r} \approx \int A(\mathbf{r}) W(\mathbf{r} - \mathbf{r}_j, h) d\mathbf{r},$$  \hspace{1cm} (7)

where $$h > 0$$ is the support radius. When the continuous function domain is discretized using a particle system, the integral in Equation (7) is also discretized as a summation:

$$A(\mathbf{r}) \approx \sum_{j \in N} A_j \frac{m_j}{\rho_j} W(\mathbf{r} - \mathbf{r}_j, h),$$  \hspace{1cm} (8)

where $$N$$ is the set of indices of the neighboring particles. Derivatives of $$A(\mathbf{r})$$ can be approximated in a similar way:

$$\nabla A(\mathbf{r}) \approx \sum_{j \in N} A_j \frac{m_j}{\rho_j} \nabla W(\mathbf{r} - \mathbf{r}_j, h).$$  \hspace{1cm} (9)

C. Numerical Simulation and Smoothing Kernels

The Gaussian kernel is a widely-used choice for smoothing kernel function $$W$$. However, the Gaussian kernel does not have a compact support (i.e. the support radius of the Gaussian is infinite), and it is expensive to evaluate. We follow the suggestions in [59], and employ three 2D polynomial smoothing kernels namely the poly-6 kernel, the spiky kernel, and the viscosity kernel to numerically compute necessary physical and kinematic quantities as shown in Fig. 1:

$$W_{\text{poly6}}(\mathbf{r}, h) = \frac{4}{\pi h^8} (h^2 - ||\mathbf{r}||^2)^3$$

$$W_{\text{spiky}}(\mathbf{r}, h) = \frac{10}{\pi h^8} (h - ||\mathbf{r}||)^3$$

$$W_{\text{viscosity}}(\mathbf{r}, h) = \frac{40}{\pi h^2} \left[ -\frac{||\mathbf{r}||^3}{9 h^3} + \frac{||\mathbf{r}||^2}{4 h^2} \right] - \frac{1}{6} \ln \left( \frac{||\mathbf{r}||}{h} \right) - \frac{5}{36}$$

The poly-6 kernel possesses a Gaussian-like bell curve with a compact support, and it is easy to evaluate. It serves as the default kernel in our model. To evaluate $$\mathbf{f}_p$$, however, the poly-6 kernel is not suitable because its gradient gets to zero as $$||\mathbf{r}|| \to 0$$ (i.e. see Fig. 1). This property implies that when particles approach each other, $$\mathbf{f}_p$$ becomes smaller and the particles tend to get clustered. This is not desired in a traffic flow. As a result, the spiky kernel with a high gradient value as $$||\mathbf{r}|| \to 0$$ is used for computing $$\mathbf{f}_p$$. For a similar reason, we use the viscosity kernel for $$\mathbf{f}_v$$. The Laplacian of the viscosity kernel has a cone shape with its maximum at $$||\mathbf{r}|| = 0$$, and it is positive within the support area which is required for the computation. All of these three kernels have vanished values when $$||\mathbf{r}|| > h$$. Our experiments show that the three kernels work well in our traffic simulation. The gradient and Laplacian operators as appeared in Equations (2) and (3) for the spiky
and viscosity kernels can be evaluated as:
\[
\begin{align*}
\nabla W_{\text{spiky}}(r, h) & = -\frac{30}{\pi h^5} (h - \|r\|)^2 r \\
\nabla^2 W_{\text{dissip}}(r, h) & = \frac{40}{\pi h^4} (h - \|r\|).
\end{align*}
\]

Note that SPh is a Lagrangian-style method, the convection term in Equation (5) is implicitly incorporated in our model. The unknown density \( \rho \), as well as the associated virtual forces \( f_p \) and \( f_v \) (assuming \( g \) is known) are calculated as:
\[
\rho_i = \sum_{j \in N} m_j W_{\text{poly6}}(r_j - r_i, h)
\]
\[
f_{p_i} = -k \sum_{j \in N} \left( \frac{\rho_j^\gamma + \rho_j^\gamma}{2} \right) \frac{m_j}{\rho_j} \nabla W_{\text{spiky}}(r_j - r_i, h)
\]
\[
f_{v_i} = \mu \sum_{j \in N} (u_j - u_i) \frac{m_j}{\rho_j} \nabla^2 W_{\text{dissip}}(r_j - r_i, h).
\]

Finally, the velocities and the new positions for the particles are computed using numerical time integration, and we are ready to simulate the traffic state of the next time instance.

**D. Incorporating Existing Traffic Flow Models**

So far, we have discussed a continuum model for CAV-enabled traffic, which uses two-dimensional internal and external forces for modeling the mutually-coupled CAV interactions. Most existing macroscopic traffic flow models based on conventional traffic are one-dimensional and incorporate various fundamental diagrams. A fundamental diagram is determined by the relationship between the density and velocity. For instance, the classic Greenshields model [66] presents a linear relationship between the density and velocity. In this subsection, we show that our model is versatile, and it can naturally be specialized to the conventional traffic. Therefore, the proposed traffic model could be considered a generalization of the existing traffic flow theory.

We downgrade our model to one-dimensional, and Equation (4) becomes:
\[
\begin{align*}
\rho \frac{\partial u}{\partial t} + \rho u \frac{\partial \rho}{\partial x} = -k \frac{\partial (\rho^\gamma)}{\partial x} + \mu \frac{\partial^2 u}{\partial x^2} + \rho (g - cu).
\end{align*}
\]

If we consider a traffic equilibrium under a uniform velocity \( u_0 \) (\( f_v \) becomes zero in this case), without the external force, Equation (11) can be simplified as:
\[
\rho \frac{\partial u}{\partial t} = -k \gamma \rho^{\gamma-1} \frac{\partial \rho}{\partial x}.
\]

By the traffic volume conservation law (i.e. \( \frac{\partial \rho}{\partial t} + u_0 \frac{\partial \rho}{\partial x} = 0 \)), we have:
\[
\frac{\partial \rho}{\partial x} = -\frac{1}{u_0} \frac{\partial \rho}{\partial t}.
\]

Combining Equations (12) and (13) yields:
\[
\frac{\partial u}{\partial t} = k \gamma \frac{\partial u}{\partial x} = k \gamma \frac{\partial \rho}{u_0 \partial t}.
\]

Integrating both sides of the above equation leads to:
\[
u = \begin{cases} 
\frac{k}{u_0} \ln \rho + C & \gamma = 1 \\
\frac{k}{u_0(\gamma - 1)} \rho^{\gamma-1} + C & \text{otherwise},
\end{cases}
\]

where \( C \) is a constant. As mentioned previously, \( k \) and \( \gamma \) are parameters related to the desired traffic fundamental diagram. When we take \( \gamma = 2 \), we obtain the linear regression relation \( u = \frac{k}{u_0} \rho + C \), which is the classic Greenshields model [66]. Other fundamental diagrams, especially in polynomial relationships between the density and velocity, could be derived similarly by adjusting parameters \( k \) and \( \gamma \).

The SPh-based simulation can also be easily degenerated to 1D, and the 1D poly-6 kernel is:
\[
W_{\text{poly6}}(x, h) = \frac{35}{32h^6} (h^2 - x^2)^3.
\]

Note that this formulation is slightly different from its 2D counterpart due to the unity requirement of the kernels.

In the conventional traffic, a vehicle only interacts with its leading vehicle. As a result, we only use the positive half of the kernel function when computing \( f_p \) and \( f_v \). That is the summation is only over the particles in front of the current particle. The gradient and Laplacian of the 1D spiky and viscosity kernel are:
\[
\frac{\partial W_{\text{spiky}}}{\partial x} = -\frac{6}{h^4} (h - x)^2
\]
\[
\frac{\partial^2 W_{\text{viscosity}}}{\partial x^2} = \frac{12}{h^4} (h - x).
\]

**IV. System Implementation**

Based on the derived traffic model and the SPh simulation, we develop an interactive visual traffic simulation system. Our system is implemented using Microsoft Visual C++ on a desktop Windows 10 PC with Intel Xeon E5-2670 CPU and 32G on-board memory. The traffic simulator was developed under Qt software development environment with the visualization based on OpenGL.

**A. System Overview**

Our CAV-enabled traffic simulation platform consists of three modules as outlined in Fig. 2. In the input module, the user specifies necessary traffic parameters (such as the expected traffic volume, traffic flow rates, and speed limits), roadway geometries and external constraints. External constraints are prescribed configurations of the traffic. For instance, users can force the velocity of the traffic at a given region to be zero to study the shockwave propagation, or they can block two out of four lanes of the roadway to test the resulting traffic congestion. The simulation module sets up the corresponding boundary conditions and kernel functions. We employ a full-kernel specification for CAV-enabled traffic simulation and a half-kernel specification for conventional traffic simulation. The core component of the simulation module is the SPh simulator. At each time step, the densities and velocities are calculated at all the particles. The continuous density and velocity field can then be interpolated. The
Fig. 2. A high-level flow chart of the proposed CAV-enabled traffic simulation framework. Our system has three major modules namely the input module, the simulation module, and the visualization module. The input module provides an interface for the user to fully specify the configurations of the traffic to be simulated. This information is passed to the simulation module, which will choose necessary boundary conditions and kernel functions (according to user’s specification) and run a SPH-based simulation. The output will be leveraged in the visualization module to deliver the final visual representations of the simulated traffic flow.

The visualization module uses the interpolated data obtained from the simulation module to animate and visualize the traffic flow.

Our system provides three levels of detail for the visualization. The user is able to view the simulated traffic as a discretized particle system. The density/velocity distribution can also be rendered as a height field in 3D with a customizable color map. The user can further zoom in the traffic to see animated vehicles. This detailed microscopic traffic visualization could be important and useful in applications like virtual reality or gaming. We create a database consisting of various 3D vehicle models (vans, sedans, trucks, etc.), then randomly pick the models and scatter them over the simulated traffic flow following the density distribution, so that more vehicles are rendered and animated at high-density regions. At the starting end of the road, the vehicles are generated according to the user-specified traffic flow rate (with the unit of vehicle per hour). The traffic flow rate is also converted to the boundary condition for generating particles for the SPH simulation (e.g. a vehicle is equivalent to ten particles). In this way, the traffic volume represented by the particles is consistent with the 3D vehicle models. Based on the position within the traffic at each animation frame, the \( i \)th vehicle will have a velocity \( \mathbf{u}_i \) according to the SPH simulation, and its position \( \mathbf{x}_i \) for the next frame will be updated as \( \mathbf{x}_i \leftarrow \mathbf{x}_i + \Delta t \mathbf{u}_i \). Here \( \Delta t \) denotes the time interval between two consecutive animation frames.

The graphical user interface (GUI) of our implemented system is shown in Fig. 3. It contains a main interface, four tabs, and other simulation controls. The first tab contains two sub-windows for the density/velocity field visualization. The second tab (Fig. 3 (b)) reports the density/velocity plots at positions of interest in the traffic, which can be interactively specified by the user. The third and fourth tabs provide miscellaneous functions/options for interactive settings, such as roadway geometries, constraints, kernels, forces, rendering options, and file I/O, as shown in Fig. 3 (c) and (d).

**B. Roadway Geometries**

To build up a realistic roadway segment, we use a cubic Bézier spline to model the roadway geometry variation at its center line (known as the neutral axis too). The Bézier spline is a sequence of piece-wise cubic polynomial curves that are connected smoothly. We further extend the roadway segment to 2D by specifying the vertical span of the splines along the normal direction (i.e. the direction perpendicular to the tangent of the splines or the traffic direction). With this method, we can model various roadways with arbitrary shapes and widths (see the input module in Fig. 2). A roadway segment is further divided into a few polygons or cells. All cells together form the simulation domain of the roadway segment (see the simulation module in Fig. 2).

We set the cells to be wider than the roadway segment by two support radii, so that the particles along the roadway...
boundary can have a full support. This treatment smooths the boundary of the resulting density/velocity field. The particles outside of the roadway boundary serve similarly as the so-called ghost particles, which is a popular method in SPH simulation for boundary treatment [67]–[69]. We pre-compute and build a query table, whose entries are indices of the cells. The corresponding context includes many useful attributes associated with the cell, such as the road id, positional coordinates, tangent and normal vectors. The cells can also be used for fast boundary treatment. We employ the explicit project-and-reflect method: the particle is simply projected to the boundary where it is closest to once it moves out of the boundary [70]. With the cell-based subdivision, the roadway boundary becomes a piece-wise line segment, and it is trivial to project out-of-road particles back onto the boundary.

C. Simulation in Roadway Networks

A roadway network can be described as a collection of roadway segments connected by intersections. We divide the entire traffic flow in the roadway network into many small pieces. Each piece is in fact the aggregation of all vehicles with the similar trajectories. The user-specified trajectory data may come from real-world traffic or predicted traffic scenarios. The trajectories then determine the simulation domain associated with each piece which usually consists of a set of connected roadway segments. The simulation result is the linear combination of the simulation of all the pieces. Fig. 4 illustrates two traffic flow pieces and their associated simulation domains. In the overlapping domain, the simulation result is the linear combination of these two pieces.

In the conventional traffic, the intersection configurations are converted to the boundary conditions, for example, a red traffic signal phase imposes the zero-velocity constraint in the area. In the future CAV-enabled traffic, the traffic signals could be potentially removed. No additional constraints are applied to the intersection, and the traffic flow becomes uninterrupted in the entire roadway network. Our model works well in both of these two scenarios.

D. Fast Neighbor Search

The most expensive computation along the simulation is the summation over the neighborhood for all the particles (i.e. Equations (8) and (9)). Because particles are moving along the simulation, each particle’s neighbors within the support radius also vary at each time step. A brutal force iteration overall the particles leads to a \( O(N^2) \) calculation which is expensive noting that it is only for a single animation frame. To accelerate this procedure, we employ the spatial hashing method [71] to fast retrieve the information of neighboring particles. Therefore, the time complexity of the simulation becomes linear with respect to the total number of particles.

E. Collision Detection and Handling

In the microscopic zoomed-in traffic visualization, we use animated 3D vehicle models to represent the traffic detail as shown in Fig. 5. Each rendered vehicle follows the position-dependant velocity obtained from the simulation. Because our force-based traffic model is an aggregated one, and it does not account for the microscopic vehicle behavior, it is possible that the animated vehicles collide each other. The collision detection is achieved by checking the overlapping region between 2D boundary boxes of the 3D vehicle models. Once a collision is detected, we roll back the simulation and apply a virtual penalty force to push the colliding vehicles away. It can be understood as connecting a vehicle with its neighbors by invisible springs, and the spring force will be triggered if a collision is detected and pulling the involved vehicles back.

V. EXPERIMENTAL RESULTS

Since CAV technique has not yet been widely deployed, we downgrade our model to the classic Greenshields model (i.e. as discussed in Section III-D), and then validate the model by calibrating the simulation result with the real-world traffic data. Afterwards, we simulate the CAV-enable traffic under various scenarios by imposing user-specified external constraints.

A. Model Validation

First, we show that our simulation based on the downgraded model well matches the real-world traffic observation. The ground-truth data are collected from the 11 inductance loop detector stations along State Route 520 in the greater Seattle areas in the State of Washington. These loop detector stations are selected because this roadway segment is one major corridor crossing the Lake of

Fig. 4. Two traffic flow pieces are simulated in their associated simulation domains (highlighted in the blue and red frame). In the overlapping domain, the simulation result is the linear combination of these two pieces.

Fig. 5. The detailed traffic visualization uses animated 3D vehicle models to provide users an intuitive impression of the traffic. Each vehicle possesses a bounding box (the purple rectangle), which will be used for collision detection and handling.
TABLE I
SIMULATION PARAMETERS

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma )</td>
<td>2.0</td>
</tr>
<tr>
<td>time step ( \Delta t )</td>
<td>0.025 s</td>
</tr>
<tr>
<td>support radius ( h )</td>
<td>52 ft</td>
</tr>
<tr>
<td>particle mass ( m )</td>
<td>40.0</td>
</tr>
<tr>
<td>pressure coefficient ( k )</td>
<td>6.0</td>
</tr>
<tr>
<td>viscosity coefficient ( \mu )</td>
<td>( 1.0 \times 10^4 )</td>
</tr>
<tr>
<td>external acceleration ( g )</td>
<td>60.0</td>
</tr>
<tr>
<td>damping factor ( c )</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Fig. 6. The real-world traffic data are collected on State Route 520 in Seattle, Washington. The correlation between the flow, speed and density is given in (a), and the speed distribution is shown in (b) wherein the congestion is occurred and dissipated. The time interval between two rows is 10 minutes. Each column corresponds to a speed sensor. The red color indicates a low speed, while the green color indicates a relative high speed.

We build a one-mile roadway with 20 data observation locations as \( s_0 \) through \( s_{19} \) uniformly distributed. Assuming that an average vehicle length is 20 feet and the minimum gap between vehicles is 6 feet, the maximum vehicle density is thus around 203 vpm (vehicles per mile). We employ 2,000 particles (about 10 times of the vehicles) for simulating the traffic. The traffic flow rate gives the boundary condition at the starting end of the roadway. From the ground-truth data, we found that the traffic flow rate ranges from 500 vph (vehicles per hour) to around 2000 vph. Therefore, the corresponding rate of generating particles is around 1.4 to 5.6 particles per second in our simulation. We increase the traffic flow rate, and measure the density and the velocity after the traffic reaches a equilibrium state. The traffic and simulation parameters are reported in Tab. I. Here, the Greenfield model is used by setting \( \gamma = 2.0 \) (i.e. see Section III-D). The particle mass is a virtual quantity related to the traffic volume. We ignore the units of this quantity and other virtual-force related coefficients as well. We found the time step 0.025s is suitable for our simulation, considering the stability, efficiency and accuracy of the simulation. The performance depends on the simulation scale, e.g. it takes about 15 ms for advancing a step for the SPH simulation with 2,000 particles (with the single core implementation).

The simulation result of the fundamental diagram is reported in Fig. 7 (a). We also compare the congestion formation, transmission, and dissipation processes in Fig. 7 (b). The data at observation locations \( s_5 \) to \( s_{15} \) are presented. It can be seen that the simulated traffic appears less noisy and smoother than the real-world data, nevertheless they match each other well.

We further create an “artificial” crash event after the traffic reaches its equilibrium state and simulate how is the traffic congestion formed up and how does the shockwave transmit. The traffic velocity at the accident area is constrained to be zero to mimic the real traffic operations and to form up the bottleneck. The congestion spreads out and the shockwave is transmitted backward from the high-density area to the low one. Eventually, after the crash is fully cleared up and the capacity is restored, the density distribution becomes uniform as the same as the initial state. The results are shown in Fig. 8.

B. CAV-Enabled Traffic Simulation

CAV-enabled traffic simulation is conducted using the original two-dimensional model with the standard full-kernel setting for the SPH simulator. The new fundamental diagram is shown in Fig. 9 (a), where we note that the speed is in fact the magnitude of the velocity vector obtained from the simulation. We can see that the CAV traffic flow is characterized by a quite different fundamental diagram compared to the traditional traffic flow model (Fig. 7 (a)). Rather than a straight line (one-to-one matching) characterized by the Greenshields model, the CAV speed-density relationship shows its over-dispersed distribution with all many-to-many matching patterns.

Fig. 7. The simulation results obtained from our downgraded model (i.e. the classic Greenshields model) well match the real-world observation.
single speed may correspond to multiple possible density states due to the two-way communication and collaborative linkages among CAVs. Similar results are observed in the flow-speed and flow-density relationships. For example, rather than a parabolic curve, the relationship between the flow and density tends to spread out as an area-wide distribution. Additionally, we can see that the traffic capacity is significantly improved in the CAV-enabled traffic as expected.

Fig. 9 (b) reports a distinctive congestion formation and dissipation pattern for the CAV-enabled traffic. Congestion can quickly spread out and transmit backward due to the timely communication among vehicles at much stronger magnitudes. These unique traffic equilibrium features and dynamic characteristics are different from those of traditional traffic flow. Further research efforts are needed to fully investigate their theoretical formulation based on the developed simulation models.

In the following experiments, we examine and visualize the variation of the density and velocity distribution under three scenarios individually. In the first scenario, all the forces are turned off except the pressure force \( f_p \). The traffic density distribution is directly specified by the user to be highly nonuniform. Eventually, the distribution spreads out smoothly as shown in Fig. 10 (a). Similarly in the second scenario, only the viscosity force \( f_v \) is turned on. One particle is activated and has a constant prescribed velocity. All other particles are stationary initially. As expected, the activated particle finally drives all particles to a certain velocity level as shown in Fig. 10 (b). In the third scenario, the traffic flow in a four-lane roadway is initially in an equilibrium state. An artificial crash event is created and two lanes (Lane 2 and 3) are blocked (shown in Fig. 10 (d)). The velocity within the accident area is constrained. We can see that the congestion transmits along both the traffic direction and the normal direction. The congestion can be partially mitigated through the available capacity from the adjacent lanes. This means that the proposed model not only can simulate the traffic flow along the traffic direction as existing traffic models do, but also can automatically handle the lane-changing behavior of the traffic flow (i.e., vehicles moving along the normal direction), because of its two-dimensional nature.

In order to better understand the CAV traffic flow characteristics, further experimental tests are conducted to quantify the dynamic performance of the developed model. The simulation results are shown in Fig. 11. We can see that although there is no accident in Lane 0, congestion formed and propagated. Note that we don’t have an explicit lane-changing mechanism in the simulation, our model automatically handles the lane-changing requirement in this scenario. We also observe an interesting “speed up” area as highlighted in the figure. That is because the density in the upstream is high which increases the pressure force to push the downstream.
The simulation results show how does the CAV-enabled traffic response to the imposed density change (a), velocity change (b), and under the traffic congestion (d). The color map (c) is associated with the density and velocity field, where red represents the highest value and blue the lowest value. Please refer to the accompanying video for details.

The results of the congestion simulation in the CAV-enabled traffic. An artificial accident occurs at Lane 2 and 3 and the velocity within the accident area is constrained to zero. After 15 minutes, the accident is cleared. We can see that the congestion transmits not only horizontally (backward in Lane 2 and 3) but also vertically (to the adjacent Lane 0 and 1 where no accidents occurred though) due to the two-dimensional nature of our model. An interesting “speed-up” area in Lane 0 is also highlighted.

VI. CONCLUSIONS AND FUTURE WORK

In this study, a new force-driven continuum traffic flow model is proposed and SPH-based numerical solutions are provided. The proposed model amplifies neighborhood-wide vehicle coupling characterized in CAV-enabled traffic systems, and individual vehicles spontaneously seek for local optima configurations based on the real-time information shared/obtained from the surroundings. Inspired by the similarity between natural physical particle flow and CAV traffic flow, we formulate and simulate the mutually-coupled vehicle inter-
actions using internal virtual forces. Our experiment shows that the proposed model can be downgraded to incorporate the existing macroscopic traffic flow model and accurately describe the real-world traffic. Thus, there is a reason to believe this model works well in the context of CAV-enabled traffic systems too. Extensive experiments are conducted to illustrate the new fundamental diagram under the stationary equilibrium conditions and dynamic congestion formation/dissipation in the CAV-enabled traffic. Various operational scenarios are designed and tested to further demonstrate CAV traffic flow characteristics.

The developed CAV traffic flow model can advance our understanding of CAV-enabled traffic flow operations, facilitate near-future CAV-penetrated traffic management, quantify existing traffic facility capacity in the context of CAVs, and optimize mixed-traffic-to-infrastructure interactions. For example, based on the developed model, various traffic operation management and control strategies can be tested theoretically and practically to verify their effectiveness before their implementations in CAV-enabled traffic flow. The latest share mobility modeling can be enhanced and smart decision making can be supported further in the interconnected and automated traffic environment. The theoretical insights extracted from the developed model can greatly facilitate CAV deployment in the entire traffic operation research domain.

In the future, we will test the proposed model with real CAV-enabled traffic data when it is sufficiently available. Currently, the virtual-force-based parameters in Table I are manually tuned. It would be an interesting topic that how we can formally relate those parameters to the real-world traffic flow. So far, the proposed virtual forces can only model the interaction of the CAVs in the same simulation domain or with the same traffic direction, and the information brought by the CAVs in the opposite direction is ignored. In order to handle the interaction between CAVs with opposite directions, we need to develop new types of virtual forces. Similarly, the proposed model is not sufficient for modeling the traffic with CAVs and human-driven vehicles mixed traffic behavior. This kind of interaction is basically asymmetric and might be modeled by some asymmetric virtual forces. We will put more efforts on the related research in the future.

In this work, we use the SPH-based method for the numerical simulation. It is also interesting to use grid-based simulation [72] instead of the particle-based one to simulate the proposed model. In this case, the convection (as appeared in Equation (5)) must be incorporated. We currently use full-kernel and half-kernel support in the CAV-enabled traffic and the conventional traffic respectively based on their different microscopic behavior. It is not clear yet how does the kernel function mathematically affect the fundamental diagram. Additionally, our current simulation is running only on CPU. We will further port our algorithm to GPU to fully leverage the parallelism of the SPH method.
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