
Distributed Haptic Interactions with
Physically Based 3D Deformable

Models over Lossy Networks
Ziying Tang, Yin Yang, Xiaohu Guo, Member, IEEE, and Balakrishnan Prabhakaran

Abstract—Researchers have faced great challenges when simulating complicated 3D volumetric deformable models in haptics-

enabled collaborative/cooperative virtual environments (HCVEs) due to the expensive simulation cost, heavy communication load, and

unstable network conditions. When general network services are applied to HCVEs, network problems such as packet loss, delay, and

jitter can cause severe visual distortion, haptic instability, and system inconsistency. In this paper, we propose a novel approach to

support haptic interactions with physically based 3D deformable models in a distributed virtual environment. Our objective is to achieve

real-time sharing of deformable and force simulations over general networks. Combining linear modal analysis and corotational

methods, we can effectively simulate physical behaviors of 3D objects, even for large rotational deformations. We analyze different

factors that influence HCVEs’ performance and focus on exploring solutions for streaming over lossy networks. In our system, 3D

deformation can be described by a fairly small amount of data (several KB) using accelerations in the spectral domain, so that we can

achieve low communication load and effective streaming. We develop a loss compensation and prediction algorithm to correct the

errors/distortions caused by network problem, and a force prediction method to simulate force at users’ side to ensure the haptic

stability, and the visual and haptic consistency. Our system works well under both the client-server and the peer-to-peer distribution

structures, and can be easily extended to other topologies. In addition to theoretical analysis, we have tested the proposed system and

algorithms under various network conditions. The experimental results are remarkably good, confirming the effectiveness, robustness,

and validity of our approach.

Index Terms—Collaborative virtual environments, 3D deformation, haptics, real-time simulation, user interaction

Ç

1 INTRODUCTION

HAPTICS-BASED user interaction has attracted increasing
attention recently. Compared to traditional modes,

haptics-based interaction provides a more intuitive and
immersive approach for users to feel and manipulate virtual
objects (e.g., feeling friction force or experiencing the
texture of an object’s surface [1], [2]), which a mouse-based
interaction cannot provide. The kinesthetic feedback through
haptic device makes application more interesting, and also
significantly improves task performance [3], [4]. In addition,
with the development of networks, studies of haptic
interaction have been extended to distributed environments
as well. Haptics-enabled collaborative/cooperative virtual
environments (HCVEs) allow remote users to complete a
task and share visual and haptic updates with each other
collaboratively/cooperatively. This not only provides great
flexibility for remote collaborations, but it also increases

immersive experiences in distributed settings. As pointed
out by Basdogan et al. [5], employing haptic feedback to
support collaboration can considerably enhance copresence.

Although researches on HCVEs have been active in the
past decade, there are still remaining challenges related to
the 3D models used in interactions. We consider two
primary types of 3D models: 1) rigid/static 3D objects, whose
shapes remain the same regardless of the external force, and
2) deformable objects, whose shapes may change correspond-
ing to the applied force. While it is relatively easy to interact
with rigid/static 3D objects in HCVEs because only
6 degrees of freedom (DOFs) are needed to represent their
motions, it is much more computationally expensive to
interact with deformable objects, especially when involving
physically based volumetric models, because the motion of
a deformable object must be described by a large number of
DOFs governed by physical principles related to strain
tensor. Therefore, real-time deformable simulation in a
distributed environment is challenging, and the related
consistency problems have not been very well studied.
Further, if a collaborative system is running over general
networks, additional network-related issues are non-
neglectable, as packet loss,1 delay,2 and jitter3 are still very
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1. Packet loss occurs when packets of data fail to reach their destination,
when they are transmitted over unstable networks. The reason includes a
number of factors such as channel congestion, signal degradation, and so on.

2. Packet delay refers to the transmission delay over networks. It is the
amount of time required to transfer data to its reception.

3. Jitter implies the packet delay variation. It measures the variability
over time of the latency. A network with constant latency does not have
jitter.
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common over a nondedicated channel, even though the
network bandwidth has been increased significantly. Those
network problems can cause very serious visual distortion,
especially for time-dependent deformable simulations.
Furthermore, when involving haptics to provide a highly
interactive response for users, it is compulsory that the force
computation is completed efficiently, as an update rate of at
least 1 KHz is necessary to maintain a stable force feedback
[6]. However, ensuring the high update rate in distributed
setting is very difficult, as the unstable network conditions
cannot guarantee high-speed data transmission without
data loss. Thus, haptic instability and system inconsistency
posit another problem we have to consider.

Previous researches have proposed different methods to
share 3D simulation in real time [7], [8], [9]. However, most
of them focus on rigid models or simple surface deformable
models (e.g., mass-spring-based), and sharing haptic inter-
action with complicated physically based solid models in
HCVEs has not been well addressed. We believe involving
complex volumetric data in an HCVE can expand the study
scope and facilitate development of corresponding applica-
tions such as virtual education and assembly. Studies have
also been made on different architectures of HCVEs and
focused on exploring solutions for network delay [7], [8],
[10], [11]. But there are not many researches on other
network-related issues, especially packet loss, which is a
very important problem to address.

1.1 Proposed Approach

In this paper, we propose a novel approach to support haptic
interactions with physically based 3D deformable models in
a distributed virtual environment. The objective is to achieve
real-time sharing of deformation and force simulations over
general networks where packet loss, delay, and jitter can
happen. Fig. 1 illustrates the proposed framework: multiple
users at various locations cooperatively manipulate the
same soft object through their haptic devices and receive
visual and force feedback simultaneously.

To achieve real-time computational performance, we
choose the linear modal analysis [12], to provide an efficient
and natural way to model physical behaviors of 3D objects.
In addition, we follow a corotational method, called Modal
Warping [13], to overcome the limitation of the linear modal
analysis and handle large rotational deformations with
linear strain tensor. Futhermore, we analyze different
factors that influence an HCVE’s performance, and focus
on exploring solutions for streaming over lossy networks. In
our system, 3D deformation is described by a fairly small
amount of data (several KB) using accelerations in the
modal subspace, which considerably reduces communica-
tion load and improves streaming efficiency. To correct the

errors/distortions caused by data loss, delay, and jitter, we
propose a loss compensation and prediction algorithm
that ensures smooth and physically correct simulation.
Moreover, we develop a force prediction method for
completing haptic calculations at users’ side to fulfill the
requirements of synchronization and high-speed haptic
simulation. The proposed system is discussed over different
distribution strategies and tested under various network
conditions. The experimental results prove the robustness
and efficiency of our system and algorithms.

An earlier version of this paper appears in [14], where
we have explained the deformation and force simulation. In
this version, we extend it by studying different system
impact factors and focusing on solving the network-related
problems. Unlike [14], we describe the deformation updates
using acceleration. Besides, system consistency and the
synchronization issue between visual and haptics simula-
tion are also discussed in this paper.

1.2 Contributions

This work makes several important contributions to the
literature of HCVE researches. First, we extend the study of
collaborative haptic interactions into the physically based
3D deformation. Second, we develop a method to compute
interactive forces and deformations in real time so that
distributed interactions in an HCVE can be accomplished
efficiently. Third, we propose a new compensation and
prediction algorithm to tolerate errors and inconsistencies
caused by packet loss, delay, and jitter when streaming data
over unstable channels. This allows the system to work well
in general network settings. Last, in addition to a theoretic
analysis of performance impact factors, we conduct experi-
ments to evaluate the performance of the proposed system
and algorithms.

Our current system supports linear elasticity (with
corotational Modal Warping) in the simulation algorithm.
It can be extended to handle nonlinear deformation with
Green tensor, but cannot support viscoelastic deformation
used in some medical simulations. Our delay/loss com-
pensation method is based on the linearity property of
numerical time integration methods, which can be easily
extended to other deformation algorithms.

The remainder of this paper is organized as follows:
After reviewing related works in Section 2, we discuss the
performance impact factors in Section 3. The force and
deformation computation is explained in Section 4. Section 5
describes the loss compensation and prediction algorithm
and two system architectures. Section 6 presents experi-
mental results and related discussions. Section 7 concludes
this paper with limitations and future works.

2 RELATED WORKS

Simulation of deformable models has been an important
research topic in computer graphics since early 1980s. The
realism of simulation and the computational performance
are two major considerations in deformable model simula-
tion. Pioneering work in physically based deformable
simulation is attributed to Terzopoulos and his coworkers
[15], [16]. Then, a large number of mesh-based methods for
both offline and interactive simulation have been proposed
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based on either the boundary element method [17] or the
finite element method [18]. Among different methods,
linear elasticity models have been popular because they
are stable and computationally efficient. However, they
cannot handle large rotational deformations, which require
the use of nonlinear Green tensor. Some approaches [16],
[19] treat deformations as a combination of global rigid
motion and local linear elastic deformation, but precise
simulation of large rotations still cannot be achieved.
Corotational methods, which keep tracks of rotational part
locally to compute linear elastic force, provide a good
solution for large deformations and have been widely used
[20], [21], [22].

From another perspective, some previous works propose
to improve efficiency through dimensional reduction, called
modal analysis. Pentland and Williams [12] introduce a
modal analysis framework to decompose the deformation
space into a set of vibration modes. They have pointed out
that the modes associated with higher resonance have less
effect on the shape of the object. Based on it, Hauser et al.
[23] further extend this framework by integrating the
manipulation, collision, and other constraints. Basdogan
[24] explains how it can be applied to achieve real-time
medical simulation and compares it with the spectral
Lanczos decomposition method. Modal analysis has also
been used to synthesize geometrically complex deformation
using graphics hardware [25]. Similarly, Raghuvanshi et al.
[26] also utilize graphics hardware to further improve
simulation performance. Based on modal analysis, Choi and
Ko [13] propose a corotational method called modal
warping to support large deformations by utilizing a modal
rotation matrix to calculate the node-wise rotation of the
whole deformable object. They have shown that the
computation based on linear strain tensor can handle large
rotational deformation. This technique has been extended
into meshless and thin-shell simulation problems [27], [28],
and hybrid solid simulation [29]. Similar idea has also been
employed for the computation and streaming of deformable
surfaces using Manifold Harmonics [30], [31].

Haptic rendering for soft objects has long been an active
research area. Single point haptic interaction with deform-
able object has been studied from 1990s [32], [33]. Then
volumetric model is introduced to haptic rendering in some
research works, focusing on how to achieve real-time
rendering speed by using some preprocessing techniques
[34], [35]. Barbi�c and James [36] propose a multi-interaction
haptic rendering method that achieves real-time speed by
using a multiresolution point-shell construction. Mafi et al.
[37] suggest a hardware-based parallel computing approach
for real-time haptic interaction with deformable bodies.
FEM-based soft tissue simulation has been applied to
improve haptic simulation [32]. To improve simulation
speed, history-independent deformation is widely accepted
and has been applied to different applications. For example,
Qin et al. [38], and Ullrich and Kuhlen [39] have separately
proposed haptics-based virtual surgery simulation using
the history-independent deformation. Nonlinear visio-
haptic interaction with soft model has also been studied
[40]. It is true that haptic rendering for deformable models
is a well-developed area, and various approaches have been

proposed from different perspectives. However, when
considering haptic rendering in a distributed environment,
there are still remaining challenges.

The prior studies on haptic streaming and collaboration
mainly focus on two research topics: synchronization of
virtual scenes, and reliability and effectiveness of haptic
feedback. Different topologies, including client-server (C-S)
[10], [38], [41], peer-to-peer (P2P) [7], [42], and hybrid type
[8], have been explored to build collaborative haptic
applications with various objectives. For example, Marsh
et al. [8] analyze various network architectures and suggest
a hybrid topology to support rich collaborative behaviors.
Iglesias et al. [7] study scene synchronization problems in a
P2P structure. On the other hand, some approaches suggest
reducing the network latency to improve the haptic
streaming performance. For example, Al Osman et al. [43]
develop an application layer protocol named ALPHAN that
uses XML-based descriptions and supports multi-buffering
for haptic data communication. Most of the previous
literatures, such as those mentioned above, focus on haptic
interaction with static/rigid objects. There are some
researches on remote haptic interaction with deformable
models [9], [38]. However, they either use mass-spring
deformable objects whose behavior is limited or do not
consider general network conditions where synchronization
and reliability are crucial.

3 FACTORS AFFECTING DISTRIBUTED

INTERACTIONS

A distributed virtual system that supports rich behaviors
such as the simulation of physically based deformation and
haptic interactions can be very complex. Its performance is
determined by different factors: interaction modes, distri-
bution strategies, network conditions, transmission proto-
cols, simulation latency, and so on.

In a groupware application, remote users’ interaction
mode is very essential when analyzing the demands
imposed on the system. Buttolo et al. [10] classify user
interaction into two types, namely collaborative and coopera-
tive modes. The first one means participants take turn to
perform interaction, for example, collaborative assembling.
In this mode, there is always only one active user at a time
period, so it is easier to ensure the system consistency and
the simulation is simpler. The cooperative mode, on the
other hand, implies that multiple users concurrently
interact with the same object, such as cooperative grasping
or lifting, so it is much complex and has higher require-
ments on communication latency and stability. Our HCVE
is able to successfully support both collaborative and
cooperative interactions. For the ease of description, we
simply use the term collaboration in later sections.

The system architecture of an HCVE is another perfor-
mance impact factor. As pointed out by Iglesias et al. [7],
there is no architecture that is optimal for all networked
environments and the system structure and its performance
is decided by the application’s specific goals. Commonly
used strategies include client-server (C-S), peer-to-peer
(P2P), and hybrid types. The C-S architecture is robust
against the effect of network jitter. A semantically consistent
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state can be easily achieved by using a centralized server, so
the C-S architecture has been regarded as the most
appropriate one to support cooperative tasks [10]. The
P2P structure, on the other hand, successfully minimizes
latency, but suffers from network jitter, because the
maximum latency from the slowest network may be
propagated to others to achieve full synchronization [8].

Common network problems include packet loss, delay,
and jitter. Their influences on a distributed system vary,
depending on the virtual content, network structure, and
the goal of application. For a system involving only visual
display like video, an update rate of 20-30 Hz is typically
sufficient to yield a smooth and stable result, implying that
its tolerance of network problems is high. Haptic rendering
in an HCVE, however, requires an update rate of 1 KHz so
that the network delay could cause serious instability. As
indicated in [8], a latency of 25-30 ms can lead to unusual
kinesthetic feeling. Applications such as virtual surgery
have lower tolerance on packet loss as compared to online
games. A packet loss may only bring a short visual
distortion to online games, but can cause totally wrong
feedback to virtual surgery. Network problems are tightly
related with bandwidths. In a highly congested network
with small available bandwidth, packet drop occurs
frequently and packet delivery experiences longer queuing
time, leading to longer delay. It also leads to high degree of
jitter as different routers may be chosen to avoid the
congested link. The transmission load is directly deter-
mined by the bandwidth, so streaming large-sized data is
more likely to experience network problems.

The communication protocol is another issue influencing
the system performance. Reliable protocols like TCP ensure
packets are delivered in the correct order. Thus, they can be
applied to avoid problems caused by transmission loss and
disorder. However, using TCP introduces additional com-
munication latency due to retransmission and the subse-
quent packets in the stream have to be queued until the lost
ones arrive. In contrast, unreliable protocols such as UDP
do not detect delivery order and packet loss, but they can
provide faster streaming. Therefore, we prefer to utilize
UDP channel for our real-time system, and handle data loss
with separate modules.

Simulation time is another aspect that affects HCVEs’
performance. It is not a major problem when rigid or simple
deformable objects are involved. However, simulating
physically based deformation and haptic interactions can
be very time-consuming. It poses another challenge to the
proposed HCVE: How to reduce simulation time to achieve
real-time collaboration?

4 DEFORMATION AND FORCE SIMULATION

A linear modal analysis technique is applied in our system
to simulate physically based deformation and force. Below
we explain these simulations in detail.

4.1 Physically Based Simulation

The motion of physically based 3D deformable models is
time-dependent and governed by physical principles de-
scribed by a constitutive law relating forces to strains. To
integrate the corresponding ordinary differential equations

(ODE) over time, we subdivide the time axis into small
pieces, for example, 1/40 second, called time-steps. At every
time-step, in addition to the position, velocity, and other
physical properties of every vertex, we compute the force
feedback as a response to users’ interaction.

The deformation is triggered by users’ manipulation
through some interaction points on the 3D object, called
constraint points. By dragging those points to target
positions, users can trigger deformation and change the
shape and motion of a virtual object. Based on this, we
compute how much force is required to maintain
the corresponding deformation, which is called constraint
force and is treated as the haptic feedback. Our HCVE
supports multiple users to collaboratively/cooperatively
interact with one common model. Each user controls one
constraint point and receives the force feedback at that
point; meanwhile, all users are able to view and feel the
change of shape and motion under others’ interactions.

4.2 Spectral Force and Deformation

To achieve real-time performance in an HVCE, it requires
low computational cost and small streaming load. For this
purpose, we follow a linear modal analysis method [12],
[29], which utilizes a very small number of modal/spectral
bases to describe the motion, to reduce the DOFs and
increase the performance considerably. In addition, to
support large rotational deformation with linear strain
tensor, we follow the corotational algorithms [20], [21], [22]
and adopt the Modal Warping technique [13] in the system.
The idea behind the Modal Warping method is based on the
infinitesimal rotation tensor. It keeps track of the local
rotations during deformation, and warps precomputed
modal basis with local rotation at each time-step. Since
force and deformation are causally related, we propose to
compute force using modal/spectral bases as well. Thus,
simulations of both force and deformation are performed in
the spectral domain in our HCVE. Below, we briefly
explain the simulation with the summary of main notations
listed in Table 1. The detailed derivation can be found in the
online supplementary material at the Computer Society
Digital Library http://doi.ieeecomputersociety.org/
10.1109/TOH.2013.47.

The governing equation, i.e., the Euler-Lagrange equa-
tion, of a 3D deformable body discretized using the finite-
element method (FEM) is

M€uþC _uþKu ¼ f ; ð1Þ

where u is a 3n time-dependent vector representing the
displacement of the whole deformable body (n vertices)
from the original position; matrices M, C, and K are
independent of time under the linear elasticity assumption,
and determined by the object’s physical properties.

Following Modal Warping, we integrate the local
rotations occurring at nodal points to get the rotation
matrix R. Then, using the 3n�m modal displacement
matrix �, we rewrite (1) as

Mq€qþCq _qþKqq ¼ fq; ð2Þ

where q, _q, and €q denote the spectral displacement, velocity,
and acceleration, respectively, and fq ¼ �TðRTfÞ is the
spectral external force. Note that the number of frequency
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modes (denoted as m) used for calculation is significantly
smaller than n. For the sake of numerical stability, an
implicit integration algorithm [44] is used. Then, the
unconstrained motion that describes the initial status of a
3D object is represented as

A€q ¼ b; ð3Þ

where A ¼ Mq þ �hCq þ �h2Kq, b ¼ f tþ1
q �Cq

e_qtþ1 �
Kq~q

tþ1, and ~qtþ1 and e_qtþ1 are predictors of the spectral
displacement and velocity, respectively.

Users’ interactions are represented by the desired
positions of constraint points in a vector c, so the system
under users’ manipulation can be described as

A ~J
T

~J 0

� �
€q
��

� �
¼ b

~c

� �
; ð4Þ

where �� is the vector of Lagrange multipliers, ~J ¼ �h2J and
~c ¼ c� J~q. Matrix J is the generalized constraint satisfying
Jq ¼ c. Solving (4) gives us the solution of the spectral
acceleration, €q, which describes the object’s movement in
modal subspace. Note that the size of spectral acceleration
is m, which is typically very small.

Based on (4), we get the force at the constraint nodes,
and call it the spectral constraint force, fq ¼ ~J

T
��. We can

then define the spatial constraint force, f , and treat it as the
haptic feedback,

f ¼ R�fq: ð5Þ

5 LOSS/DELAY COMPENSATION AND PREDICTION

As explained previously, the force and deformation
simulations can be accomplished quickly in the modal

subspace, based on which we build our HCVE and discuss
how it works over lossy network conditions.

5.1 Collaborative System

Generally, our HCVE can support any distributed structure.
Below, we explain how it works in two fundamental
topologies, i.e., the client-server (C-S) and the peer-to-peer
(P2P), and the data streaming in each topology.

Depending on the structure, two types of data may be
streamed, namely user interactions, which are represented by
the desired constraints (c), and deformation updates, which
refer to the spectral accelerations (€q).

We use the spectral acceleration instead of the spectral
displacement (q) to describe deformation update because of
the following two reasons. First, although displacement is
the information that users can directly perceive, the users’
feeling of “physics” comes from the fact that the displace-
ment is integrated from velocity and acceleration, i.e., it is
second-order continuous w.r.t. time. Directly stream dis-
placements will affect users’ perception when the displace-
ment is lost or delayed. Thus, representing the deformation
with acceleration and integrating it to get displacement will
guarantee the visual quality of physics-based deformation
under packet loss scenarios. Under this framework, we
propose a loss compensation algorithm for recovering
accelerations and displacements (in Section 5.3) and
simulating forces (in Section 5.4), under general packet
loss, delay, and jitter situations. Second, representing the
deformation using acceleration can potentially achieve
higher compression, and reduce the communication load
in the C-S structure. When the acceleration is constant over
time, like objects falling under gravitation, the information
only needs to be streamed for the first frame. In this paper,
we focus on handling packet loss, delay, and jitter situations
and do not exploit this second advantage.

In the C-S structure, as illustrated in Fig. 2a, there is one
centralized server that computes deformation by solving (4)
based on user interactions, and broadcasts the updates to all
the clients. Clients send their interactions to the server, and
when receiving deformation updates they renew their local
model representations and compute force locally using (5)
or (10). In the P2P structure, as shown in Fig. 2b, every peer
serves as a server as well as a client. Each peer simulates
deformation and force at its own site by solving (4) and (5),
or (10), based on its own and other peers’ interactions. User
interactions are the only data streamed in this architecture.
It looks redundant to require all peers to perform computa-
tion. However, the advantage of the P2P structure is
obvious: it has less data streaming and does not have a
central server which may become bottleneck of the whole
HCVE system.

5.2 Packet Loss, Delay, and Jitter

We consider how the proposed HCVE works in a
nondedicated network environment, where packet loss,
delay, and jitter happen. These network-related problems
can cause serious visualization distortions, haptic instabil-
ity, and system inconsistency.

To achieve real-time streaming, we utilize UDP protocol,
so a packet loss means the failure of data delivery with no
recovery and causes incomplete streaming result on the
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receiver side. Thus, when a packet loss happens, a negative
acknowledgement (NACK) message is employed to let the
sender resend the lost data. By doing so, we convert packet
loss into a delay problem. The main reasoning here is by
using NACK we eventually try to get the original data, and
then based on it we adjust simulations following a
prediction. The jitter problem can be handled similarly.
Without any loss of generality, we only discuss packet loss
problem in later explanation.

When users’ interaction is lost in the C-S architecture, the
central server can still ensure system consistency, i.e., all
clients have the same outputs as the server [8], [14].
Particularly, following a time-stamping method, interac-
tions from different clients are maintained according to the
generating orders, and then the deformation is computed
sequentially by the central server. Note that the concurrent
cooperative interactions from different users perform well
in our HCVE, as each user interacts and receives haptic
feedback at his/her own constraint point, assuming there is
no conflict in selecting the same constraint point between
different users.

As mentioned before, we stream deformation updates
described by spectral acceleration in the C-S structure. If
data loss happens, it causes visualization distortions and
system inconsistency. As illustrated in Fig. 3, even one
packet loss can lead to significantly different results. Thus,
recovering lost data is crucial. Solutions like simple
retransmission, however, cause not only additional delays,
but also errors to the system. Because physical simulation is

time-sensitive, delayed delivery does not help real-time
simulation. Moreover, an acceleration loss at some time-
step t affects velocities and displacements in the later time-
steps, and these errors accumulate along time. How to
correct simulation errors while maintaining a smooth and
physically meaningful result is the key challenge. To
address it, we propose a compensation and prediction
algorithm described next. The key idea is instead of freezing
the simulation procedure and waiting for the lost data to
arrive, we predict it, and when the resent packet arrives, we
correct errors using a compensation algorithm.

Packet loss issue in the P2P structure can be handled
similarly using the proposed algorithm. In the P2P HCVE,
user interaction is the only data streamed. Because user
interactions determine the acceleration and deformation
update, streaming user interaction in the P2P topology has
the same result as directly streaming acceleration. In other
words, the loss of user interaction in this structure has the
same consequence as the loss of deformation update in
the C-S architecture. Thus, it can also be solved following
the proposed compensation algorithm.

5.3 Compensation Algorithm

As described previously, two predictors ~qtþ1 and e_qtþ1 are
used to compute unknown displacements and velocities.
Based on them, we get the following two equations (the
detailed derivation is included in Appendix A, which can
be found in the online supplemental material):

qtþ1 ¼ qt þ h _qt þ h
2

2

1

2
€qt þ €qtþ1
� �� �

; ð6Þ

_qtþ1 ¼ _qt þ h 1

2

�
€qt þ €qtþ1

�� �
: ð7Þ

Equations (6) and (7) imply an interesting result: the
displacement q, the velocity _q, and the acceleration €q at
two continuous time-steps are linearly related. This reveals
an important relationship between acceleration and velocity
change, as summarized below (the proofs of lemma and
theorem are included in Appendix B, which can be found in
the online supplemental material):

Lemma. The acceleration at time-step t (€qt) only contributes to
the change of velocity at time-steps t and tþ 1.

The lemma shows that the acceleration has no effect on
velocities after two time-steps. Thus, the effect of an
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Fig. 3. One packet loss causes obvious deformation distortion.

Fig. 2. Proposed collaborative system over (a) the Client-Server (C-S)
and (b) the Peer-to-Peer (P2P) architectures.
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acceleration loss on velocity and displacement is limited.
Based on the lemma, we examine the displacement error
caused by the acceleration loss and call it displacement
distortion, denoted by �q. The result is summarized in the
following theorem.

Theorem. When the acceleration at time-step t (€qt) is lost, the
displacement distortion (�q) becomes linear with respect to
time from time-step t+2.

Fig. 4 illustrates the theorem using an example.
Particularly, if the acceleration of time-step t1 (€qt¼1) is lost,
the velocity curve changes from the blue-solid line to the
red-dashed line. After two time-steps, the solid and dashed
lines are parallel to each other, even though the displace-
ment distortion which is shown by the shadow part in the
figure accumulates along time. Based on the lemma and
theorem, we conclude that it is not necessary to record the
acceleration history of the object to achieve resynchroniza-
tion. Instead, the only information needed is the time-step
when packet loss happens. Moreover, there is no need to
roll back the simulation (and we should not do so), as the
simulation error can be corrected and the system can be
resynchronized using the algorithm below, although users
may experience different results in the short period from
data loss to compensation.

Supposing that the acceleration is lost at time-step i,
based on (6) and (7), the distortion at any later time-step j
can be computed as follows:

� _qj�i ¼
1

2
h€qi if j ¼ i

h€qi if j > i;

8<
: ð8Þ

�qj�i ¼
1

4
h2€qi if j ¼ i

j� ið Þh2€qi if j > i;

8<
: ð9Þ

where � _qj�i and �qj�i are the distortions of velocity and
displacement, respectively. Note that if more than one
packet is lost, the errors are the summation of all losses.
Based on the previous analysis, we propose the loss
compensation algorithm as follows:

1. If a packet loss is detected at time-step i, notify the
sender to resend the data using a NACK message;

2. Record the lost time-step i;
3. Predict the lost data or set it as zero;
4. Compute deformations; and

5. When the resent packet arrives at time-step j,
compensate velocity and displacement differences
in s steps using (8) and (9).

In step 3, we can either set the lost acceleration as zero,
or predict it based on previous history using techniques
such as linear extrapolation. When using prediction, €qi

will be changed to �€qi in (8) and (9), where �€qi ¼ €qi � b€qi,
and b€qi is the predicted acceleration at time-step i. In
step 5, compensation could be completed in s (s>1) time-
steps instead of one. Doing so allows us to gradually
correct distortions to achieve a much smoother and natural
simulation result.

It is worth noting that our compensation algorithm is
based on the nature of linearity of numerical time
integration rather than the linearity of deformation method.
So it can be easily extended to other deformation methods
(linear/nonlinear elasticity, etc.). No matter what deforma-
tion algorithm is applied, we can handle the network-
related problems with a similar mechanism.

To get the shape of the object after deformation, we need

to compute the displacement u for each DOF. Analytically

the solution of u is uðt0Þ ¼
R t0

0 _udt and _uðt0Þ ¼
R t0

0 €udt, where

according to Newton’s second law, €u ¼ f external�fdamping�f internal
m ,

(note, m is mass here). However, the external force f external,

damping force fdamping, and the nonlinear elastic internal

force f internal are unavailable in the analytical form. There-

fore, numerical method is needed to compute the unknown

displacement for each DOF no matter what type of

deformation algorithms are employed. Fig. 5 demonstrates

the above discussion in a picture. The analytic solution of the

displacement is the shadowed orange region in the top

diagram. No matter what type of numerical time integration

is adopted, to linearize the ODE, either first- or the second-

order derivative of the displacement ( _u; €u as in explicit Euler

or average Newmark as shown in Fig. 5) is used. Therefore, a

packet loss leads to a velocity gap as shown in Fig. 4. This

velocity gap causes an accumulation of displacement

deviation for the DOF, which is linear to the length of time

between package-loss and package-rearrival. Such accumu-

lated loss can always be computed similarly using the

proposed compensation algorithm if data loss is detected.
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Fig. 4. Displacement and velocity errors along time. When data is lost at
t1, velocity changes along red dash line.

Fig. 5. Numerical integration over time assumes either velocity or
acceleration to be constant within one time-step.
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Thus, the proposed compensation method is related to
the type of numerical time integration adopted in the
simulation, and it can be extended to any deformation
algorithm that linearizes the ODE within time-steps to
approximate the target integration.

5.4 Force Simulation and Prediction

Packet loss can bring problems not only to deformation, but
also to force simulation if both are streamed over the
network [14], and the impact on haptic simulation is more
critical. Unlike acceleration, force is a time-sensitive infor-
mation and the influence of a packet loss on force update is
only active at that time-step rather than accumulating over
time. In other words, one force loss at time i will not affect
any force simulation after time i. However, this short-term
loss is very problematic: it brings sudden kinesthetic change
which can cause instabilities to the whole system and impact
users’ ability to coordinate their actions. Moreover, retrans-
mitting the lost force or waiting for the delayed force to
arrive does not help ensure timely feedback. In contrary,
waiting for delayed force update could cause misperception.
For example, user may believe he/she makes some mistakes
due to the sudden force change, even though he/she
actually performs correct operations [8].

Another question needs to be considered here is how to
keep the consistency between deformation and force, i.e.,
the correlation of visual and force feedback. A loss of
acceleration data leads to continuous distortions on defor-
mation, while a force loss only impacts haptic feedback at
one time-step. Consequently, we may have mismatched
visual and force feedback. For example, we may feel a
strong force on one direction but the model doesn’t move or
moves wrongly. To address these problems, we suggest
performing force simulation on the receivers’ side instead of
streaming it over the lossy networks. Because of the applied
linear modal analysis simulation algorithm in the proposed
HCVE, we are able to compute force based on deformation.
So, no matter in which network topologies, the deformation
update and/or user interactions are the only streamed data.
When packet loss happens and the proposed compensation
method is applied, we follow a receiver-based force
simulation algorithm:

1. At time-step i, if a packet loss is detected, predict the
deformation/acceleration using the loss compensa-
tion algorithm described in Section 5.3.

2. Based on the predicted acceleration, simulate the
force using,

A€qþ fq ¼ b; ð10Þ

where fq is spectral force, A ¼Mq þ �hCq þ �h2Kq

and b ¼ f tþ1
q �Cq

e_qtþ1 �Kq~q
tþ1.

Due to the use of implicit time integration solver, the
acceleration €q within a single time-step is a constant. The
unconstrained system is described by (3). When user
interactions are applied, the corresponding spatial con-
straint force, described by (5), is treated as force feedback. If
acceleration is lost, a predicted force can be computed based
on the predicted acceleration. Note that two predictors, ~qtþ1

and e_qtþ1, can be computed directly using the physical status
in previous time-step, so the value of b is available. The
matrix A only depends on the properties of the 3D model

under the linear elasticity assumption so it can be prestored
on the receiver side when the system is initialized. Hence,
following (10), force can be computed successfully on the
user side. The computational cost of force simulation is very
small. To ensure high-performance haptic response, we can
employ a multithread solution. Alternatively, linear inter-
polation can be applied to ensure haptic rendering in a high
frequency. Following the proposed force simulation algo-
rithm, we can keep the consistency between visual and
haptic feedback while successfully avoiding heavy haptic
streaming and its related issues from unstable networks.

6 EXPERIMENTAL RESULTS

The proposed system and algorithms have been tested
using various 3D models under different settings to
evaluate the performance from different aspects. Below,
we show some results and discuss our understanding.

6.1 Experimental Setting

The proposed collaborative virtual system is implemented
on several Windows XP PCs with Intel Core2 Duo 2.93-GHz
CPU and 2-GB DDR2 RAM. Two PHANTOM Omni devices
and one PHANTOM Premium device are used as haptic
hardware. HLAPI of OpenHaptics toolkit is employed to
facilitate the force simulation and fill the gap of haptic
rendering pipeline and graphics rendering loop. All the
computers and haptic devices are in the same room during
experiments and users communicate following the UDP
protocol over different network conditions simulated with
Dummynet [45]. Specifically, four simulated networks with
various latencies, packet loss ratios, and bandwidths have
been used for experiments, as depicted in Fig. 6. Network
latency is computed as the round-trip time (RTT), for
example, the mean latency in the network case #1 is 196 ms.
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Fig. 6. Simulated four testing networks. Loss ratio of networks #1, #2,

and #3 are 9, 6, and 3 percent, respectively. Bandwidth of networks #1,

#2, and #3 are 2, 4, and 10 Mb/s, respectively.
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Bandwidth has been set as 2, 4, 10, and 100 Mbps with a loss
ratio ranging from 0 to 9 percent. When a packet loss is
detected, the NACK mechanism is applied to notify the
sender to resend the lost data. The simulation time-step is
set to be 1/40 second (h ¼ 1=40).

6.2 Evaluating Compensation and Predition
Algorithm

Table 2 reports the statistics of the testing models, their
corresponding frequency mode, and computational time,
including precomputation and running time. Precomputa-
tion refers to the procedure in which the Euler-Lagrange
equation of the 3D model is converted into the spectral
domain, i.e., (2), and it only needs to be performed offline
once. As such, it has no influence on the system
performance in terms of the running time, although the
eigen-decomposition takes longer time to complete. The
real-time performance is represented using the update
frequency, i.e., frames per second (FPS). As shown in the
table, we achieve fairly high update rates, even for very
large models, implying that interactive deformation can
always be ensured. Moreover, the computational cost of the
proposed algorithm is also included in Table 2. It is clear
that the performance with and without compensation
algorithm is almost the same, indicating that the proposed
algorithm is very efficient. Similarly, force simulation cost is
also fairly small. Since force and deformation are causally
related and computed concurrently, haptic update rate is
the same as the simulation rate. To ensure a realistic and

stable force, we adopt the OpenHaptics HLAPI with an
internal low-level thread to execute haptic rendering at a
higher rate (1 KHz).

To demonstrate the compensation and prediction results,
we compare simulation with and without the proposed
algorithm in Fig. 7, where random loss is involved. Four
different cases are tested: (a) streaming without loss
(black curve), (b) streaming with loss but no compensation
and no prediction (red curve), (c) streaming with loss
and compensation but no prediction (blue curve), and
(d) streaming with loss, compensation, and prediction
(green curve). In all four cases, displacement distortion is
linear with respect to time, confirming our theoretic
analysis in Section 5.3. Note that the prediction here refers
to the prediction of acceleration (step 3) in the proposed loss
compensation algorithm. The lost data can be set as zero
or predicted to be b€qi in (8) and (9). Therefore, compared to
case (c), a linear prediction is applied in the case (d), so the
simulation result is smooth and close to the no-loss case, as
shown in Figs. 7c and 7d. We can also see from Fig. 7b that
without applying the compensation the deformation errors
accumulate along time: the distortion could be minor at the
beginning but become very significant as the time passes.
There are totally 22 random losses in the experiments. The
first one occurs at t135, and the first compensation happens
at about t185.

Force simulation results are included on the right side of
each corresponding cases in Fig. 7. It is clear that the force
feedback in all four cases is consistent with its correspond-
ing deformation, which is determined by (5) or (10).
Therefore, it ensures that users receive compatible visual
and haptic feedback. For example, displacement curve in
Fig. 7b shows that the model stops at a position different to
its original one due to the data loss, and consequently the
force is also nonzero. In addition, as force simulation is
accomplished at users’ side, network-related problems do
not cause wrong perception, so that stable haptic feedback
is guaranteed.

We test different compensation strategies and illustrate
experimental results in Fig. 8. Similarly as in Fig. 7, there are
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TABLE 2
Model Statistic and Computational Time

Fig. 7. Four different streaming results.
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22 randomly lost data. As mentioned in Section 5.3, the
step 5 of the proposed algorithm suggests that compensa-
tion can be completed in several time-steps instead of one to
achieve a more natural and smoother deformation.
To evaluate this, we compare two simulations cases:
1) compensation in one single time-step; and 2) compensa-
tion in 50 continuous time-steps. In the first case, depicted
by the blue curve in Fig. 8, there are simulation jitters
caused by sudden displacement and velocity changes.
Similar jitter occurs on the haptics curve as well. The jitter
is obvious if the time difference between packet loss and
retransmitted data arrival is large, as a larger difference
implies more accumulated errors. Consequently, compen-
sating the large difference in one single time-step leads to
the big change in simulation. Meanwhile, in the second
case, as shown by the green curve of Fig. 8, when errors are
gradually compensated in 50 time-steps, a more realistic
and natural movement can be reached. The corresponding
force is also smoother and stabler.

6.3 Evaluating the System Performance

The proposed system is tested in four different network
cases, as shown in Fig. 6. The performance of all cases is
satisfactory: users are able to visualize and feel the 3D
model’s motion in real time, and the system is consistent
even with a high loss ratio. As explained before, the
computational time used for compensation and prediction
is negligible, so the network delay is a dominating factor
which influences the system’s synchronization. Based on the
analysis in Section 3, we know that the size of streaming data
also affects communication delay and loss ratio. In our
HCVE, deformation update described by a few frequencies
is a very small amount of data. When the first 20�100 modes
(m ¼ 20 �100) are used for simulation, the streaming data
size on both the C-S and P2P architectures is only a few KB,
as shown in Table 3. It is clear that this small streaming data
is very unlikely to cause frequent data loss, long delay, or
serious jitter. Moreover, as force is computed on the
receivers’ side, we ensure stable, smooth, and deforma-
tion-consistent force feedback following the proposed force
simulation algorithm.

We have tested different network loss configurations to
further evaluate the robustness of our system. Fig. 9 shows
the testing results under three common packet loss
situations, namely random loss, burst loss, and pattern loss.
In the random loss case, packets are randomly lost during
transmission, similar as in Figs. 7 and 8. Burst loss refers to
a sequence of packet loss in a short time period. We use
12 consecutive losses in this experiment and the first loss
happens at t140. Pattern loss happens in a cyclic time
period, for example, one packet loss every 50 time-steps. In
this case, there are total 11 losses during pattern loss
testing, and the first one happens at t135. Compensation
procedure is performed about 50 time-steps after each data
loss, and is completed in 50 continuous steps. As shown in
Fig. 9, the proposed algorithm is able to handle all three
loss situations well, and generate smooth and natural
results. Compensation results of random and pattern cases
are very close to no-loss case, but the burst loss case (blue
line) is a little less satisfactory. One reason could be that
when all packets are lost in a short time period, predictions
that are computed based on past few steps are not very
accurate, and the prediction errors could also propagate
and accumulate. We believe using a longer history to
perform prediction should improve the result.

7 CONCLUSION AND DISCUSSION

In this paper, we have proposed a novel system to support
real-time haptic interaction with physically based 3D
deformable models in a distributed environment. We have
followed the linear modal analysis and used the Modal
Warping method to describe deformation using spectral
accelerations, so that we can achieve a very small network
load and low computational cost, and ultimately real-time
streaming. To generalize our system, we have discussed
how it works in two basic distributed topologies (C-S and
P2P) over nondedicated networks where packet loss, delay,
and jitter can happen. To tolerate errors caused by unstable
networks, we have proposed a loss compensation and
prediction algorithm to obtain smooth and physically
correct movements. Our algorithm can be easily extended
to other types of numerical time integration methods.
Moreover, to ensure visual and haptic consistency and
stability of force feedback, we have proposed a receiver side
force simulation approach.

In the current research stage, our simulation is based on
linear elasticity (e.g., with the use of Cauchy strain tensor)
for the sake of computational simplicity. To handle large
rotational deformation, the Modal Warping technique is
adopted. It is worth noting that our system can also be
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Fig. 8. Results of different compensation strategies.

TABLE 3
Communication Data Size

Fig. 9. Compensation results on different packet loss situations.
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extended to simulate deformation using full Green tensor.
In such case, the reduced stiffness matrix is not a constant
and is varying with respect to the reduced displacement (q).
As introduced in [36], the element in the reduced stiffness
matrix is a polynomial of the reduced displacement, and
the coefficients of the polynomial can be precomputed.
However, the time complexity of computing the 3D
deformation at each time-step is Oðr3Þ, where r is the size
of the deformation subspace (it also noted as the number of
frequency mode in previous sections). Therefore, we think,
the nonlinear modal analysis is not suitable for real-time
simulation of deformable models with relative large size of
subspace (i.e., over 50), which is also the reason why we did
not choose to use nonlinear modal analysis for simulation.

On the other hand, the proposed loss compensation
algorithm is based on the assumption of hyperelasticity,
which means the shape of the object is not dependent on the
deformation history. In many other cases, especially some
biomechanic applications, the viscoelastic or history-depen-
dent deformation is often required [40], [46]. Packet loss,
delay, and jitter for such material behaviors lead to a
profounder impact of the subsequent deformation of the
object, as the lost data could contribute to future shape
deviations. Thus, the deformation compensation in these
cases will not be the same as our current one. Similarly,
haptic simulation cannot be handled in the same way if
viscoelastic or history-dependent material behaviors are
involved. We believe extending our researches to handle
network problems for viscoelastic materials is an interesting
and challenging future work.

Another limitation of the proposed system is the system
synchronization when permanent packet loss happens.
Even though NACK is applied to notify the sender of data
loss, NACK packet can be lost too and this could cause
permanent data missing and system inconsistency. This
limitation can be solved by performing periodically system
check and data compensation if necessary. In this paper, our
experiments focus on packet loss compensation and its
related haptic simulation in the C-S architecture. Additional
experiments regarding the P2P structure are needed,
although the compensation strategy is similar. We also
notice that it may not be necessary/possible to require all
clients to have the same model resolutions as the server, so
supporting multiresolution simulations in distributed
HCVE is an interesting future work as well.

Applying the current system to actual real-world tasks
for further testing is not completed now and will be
included in the future research plan. We would like to
experiment it through long geographical distance and test
the system performance further. We also plan to extend the
current framework to handle multiple objects in one
environment, including rigid, deformable, and hybrid
models. Additionally, exploring usability studies and
integrating GPU to further improve the computational
speed are also important future works.
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